
NBER WORKING PAPER SERIES

HOW PEOPLE USE STATISTICS

Pedro Bordalo
John J. Conlon

Nicola Gennaioli
Spencer Yongwook Kwon

Andrei Shleifer

Working Paper 31631
http://www.nber.org/papers/w31631

NATIONAL BUREAU OF ECONOMIC RESEARCH
1050 Massachusetts Avenue

Cambridge, MA 02138
August 2023

We are grateful to Nicholas Barberis, Ben Enke, Thomas Graeber, Alex Imas, Daniel Kahneman, 
Giacomo Lanzani, Steven Ma, Dominic Russel, Kunal Sangani, Jesse Shapiro, Claire Shi, Josh 
Schwartzstein, Cassidy Shubatt, Jeffrey Yang, and Florian Zimmermann for helpful comments. 
Gennaioli thanks the European Research Council (GA 101097578) for financial support. The 
views expressed herein are those of the authors and do not necessarily reflect the views of the 
National Bureau of Economic Research.

NBER working papers are circulated for discussion and comment purposes. They have not been 
peer-reviewed or been subject to the review by the NBER Board of Directors that accompanies 
official NBER publications.

© 2023 by Pedro Bordalo, John J. Conlon, Nicola Gennaioli, Spencer Yongwook Kwon, and 
Andrei Shleifer. All rights reserved. Short sections of text, not to exceed two paragraphs, may be 
quoted without explicit permission provided that full credit, including © notice, is given to the 
source.



How People Use Statistics
Pedro Bordalo, John J. Conlon, Nicola Gennaioli, Spencer Yongwook Kwon, and Andrei
Shleifer
NBER Working Paper No. 31631
August 2023
JEL No. D01,D91,G4,G41

ABSTRACT

We document two new facts about the distributions of answers in famous statistical problems: 
they are i) multi-modal and ii) unstable with respect to irrelevant changes in the problem. We 
offer a model in which, when solving a problem, people represent each hypothesis by attending 
“bottom up” to its salient features while neglecting other, potentially more relevant, ones. Only 
the statistics associated with salient features are used, others are neglected. The model unifies 
biases in judgments about i.i.d. draws, such as the Gambler’s Fallacy and insensitivity to sample 
size, with biases in inference such as under- and overreaction and insensitivity to the weight of 
evidence. The model makes predictions about how changes in the salience of specific features 
should jointly shape the prevalence of these biases and measured attention to features, but also 
create entirely new biases. We test and confirm these predictions experimentally. Bottom-up 
attention to features emerges as a unifying framework for biases conventionally explained using a 
variety of stable heuristics or distortions of the Bayes rule.
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